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We study infinite regresses arising from prediction/decision-making in an -

person game, taking beliefs and inferences explicitly into account. We adopt epis-

temic logic GL which is an infinitary extension of KD
 in order to facilitate our

discussions on infinite regresses. As a KD-type epistemic logic, we can distinguish

between subjectivity and objectivity. In GL we formulate an infinite regress as

a formula, and derive its basic properties. In particular, we show that when we

add Axiom T (truthfulness) to GL our concept of infinite regress, which is de-

fined in a subjective manner, collapses to the common knowledge concept, which

is an objective concept. Then we give an epistemic axiomatization of the Nash

(noncooperative) solution theory using our concept of infinite regress. Under the

assumption of interchangeability, we obtain a full characterization of possible final

decisions and predictions for the Nash theory.
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1. Introduction

1.1. An Infinite Regress Arising from Prediciton/Decision Making

A foundational study on human thinking may lead to some form of regresses and some-

times infinite regresses. A variety of such regresses and/or infinite arguments are dis-

cussed in Gratton [5]. Game theory have treated human thinking particularly in in-

teractive situations with multiple players (persons), and has encountered regresses and

infinite regresses specific to interactions of players. Nevertheless, the classical game the-

oretic language is incapable of studying such infinite regresses in a faithful manner. In

this paper, we provide an apparatus suitable to such a study, and apply it to a specific

game theory problem.

The problem we deal with may be regarded as an instance of a general notion of

infinite regresses, but its basic context contains a specific structure in the sense of game

theory. Thus, we should explain the nature of our problem. For the our development,

we take three steps:

IR0: we discuss the infinite regresses arising from prediction/decision making in an

interactive situation;

IR1: we formulate the concept of “infinite regress” in an infinitary epistemic logic GL;

IR2: we apply this formalization to the game theoretic prediction/decision making in

IR0.

Step IR0 may be described as the term “regress formula” due to Gratton [5]. Step IR1

is a general development of the specific formulae and their properties, and Step IR2 is

an analysis of IR0 using the apparatus developed in IR1. We shall elaborate on these

three steps below.

Game theory studies interactions between multiple players, and each player’s payoff

depends not only on his own decision, but also on other players’ decisions. Therefore,

in the ex ante decision making, meaning that players’ decisions are made before actual

plays, each player makes a decision together with predictions about the other play-

ers’ decisions. Thus, in game theory, decision making is more accurately described as

prediction/decision making.

Table 11

s21 s22 s23
s11 (5 5) (−2−2) (−2−2)
s12 (−2−2) (7−1) (−1 7)
s13 (−2−2) (−1 7) (7−1)

This prediction/decision-making involves an infinite regress of interpersonal beliefs,

which we illustrate by using the 2-person game of Table 1.1: In this game, player 1’s best
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Figure 1.1: Regress from Prediction/Decision Making

strategy (in terms of payoff-maximization) depends on player 2’s decision, but 2’s deci-

sion depends upon 1’s decision. Thus, this situation contains the structure of regression.

It may lead either to an equilibrium (circular concept) or to an infinite regress. With

an appropriate distinction between one’s and the other’s thinking, however, it would be

faithful to have an infinite regress rather than an equilibrium: “Player 1 thinks about

his decision, which requires player 2’s thinking about 1’s decision, which requires 1’s

thinking about 2’ decision, ...” This process is illustrated in Fig.1.1.

In the game theory literature, however, an explicit treatment of this infinite regress

is lacking. The closest concept is “common knowledge” due to Lewis [13] and Aumann

[1]. Although a few papers consider epistemic aspects of solution concepts in game

theory (Kaneko [9], Aumann and Brandenburger [2], Tan and Werlang [19]), existing

approaches using common knowledge do not directly target the above infinite regress.

In contrast, we explicitly formulate an infinite regress of interpersonal beliefs and apply

the infinite regress to study the theory of ex ante prediction/decision-making proposed

by Nash [17].

The above ex ante prediction/decision-making may be described by the following

two statements:

N1: player 1 choose his best strategy against all of his predictions about

player 2’s choice based on N2;

N2: player 2 choose his best strategy against all of his predictions about

player 1’s choice based on N1.

A possible final decision for player 1 is (intended to be) determined by N1, but needs a

prediction about player 2’s possible final decisions, which is determined by N2 included

in N1. The symmetric form N2 determines a decision for player 2 with a prediction
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about 1’s decision. With the distinction between decisions and predictions, these lead

to an infinite regress unless we stop at an arbitrary level.

Because the classical game theory language is incapable of having an explicit dis-

tinction between decisions and predictions, N1-N2  is regarded as a circular definition

of decisions and predictions, i.e., as an equilibrium. It is known that if we formulate

N1-N2 in the classical language, they characterize the Nash noncooperative theory

due to Nash [17]. This is illustrated in Diagram 1.1, where the regress of interpersonal

beliefs is hidden in a circular form and the hierarchy in Fig.1.1 is crushed into one layer.

Thanks to the recent development in epistemic logic (e.g., Fagin, et al. [4], Meyer-van

der Hoek [15], Kaneko-Nagashima [8]), we can explicitly distinguish between decisions

and predictions by means of belief operators in an adequately chosen epistemic logic

system1. In the mind of player 1 he can think about his decision making based on

N1, and about his prediction about 2’s based on N2 This is illustrated in the leftmost

column of Diagram 1.2. These are now separated and are the starting points in Diagram

1.2. Applying the same argument to the imagined player 2 we go to the top of the

second column, and then go to its bottom, and so on. Here we meet an infinite regress

consisting of predictions/decisions, rather than a circular argument.

Diagram 1.1 Diagram 1.2

N1

↓ ↑
N2

B1

⎡⎣ N1 B2B1(N1
) · · ·

↓ % ↓ % ↓
B2(N2

) B2B1B2(N2
) · · ·

⎤⎦
It is important to remark that this infinite regress is derived from logical completion

in the argument of prediction/decision making, rather than from the claim that such a

situation is well observed in reality. Because our target is an infinite regress of inter-

personal beliefs, it is natural to use an infinitary logic system, which will be discussed

in the next subsection.

1.2. Infinitary Logic Approach

We adopt the two research principles for the choice of a system of epistemic logic:

R1: it is capable to make a distinction between subjectivity and objectivity;

R2: the concept of infinite regress can be formulated in an explicit manner.

We adopt principle R1 because the concept of infinite regress described in Diagram 1.2

as well as in Fig.1.1 involves a subjective structure: The essential part of this structure

requires a clear-cut distinction between subjectivity and objectivity.

1See Benthem, et al [22] and Benthem [21] for an overview on recent developments on logic and game

theory.
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Based on R1 and R2 we adopt an infinitary extension of epistemic logic KD,

which is the system GL given by Kaneko-Nagashima [8] (precisely speaking, Kaneko-

Nagashima [8] gives an infinitary predicate version of KD4). We drop both Axiom T

(Truthfulness) and Axiom 4 (Positive Introspection) from our logical system to relativize

and clarify their roles in our formulation of the infinite regress of beliefs.

In GL we formulate the formula expressing an infinite regress of the above sort.

In the 2-person case, for two given formulae, (1 2), the infinite regress derived from

(1 2) and from the viewpoint of player 1, is expressed as

Ir1(1 2) = ∧{1B2(2)B2B1(1) } (1.1)

where B is the belief operator for player . Notice that by plugging N1
 and N2 to 1

and 2 (1.1) becomes the conjunction of all the formulae in Diagram 1.2. A general

formulation for the -person case is given in Section 2. In our formulation, the concept

of infinitary regress is a subjective notion in the sense that Ir1(1 2) describes the

content of the infinite regress occurring in the mind of player 1. We give Lemma 3.3 to

explain this inner mental activities of an individual player .

A study of the infinite regress formula Ir1(1 2) is step IR1 in Section 1.1, rather

than a study of infinite regress per se, since 1 and 2 are still arbitrary and may

require no regression. Nevertheless, we should study general properties of the infinite

regress formula in (1.1) to facilitate more developments.

Our approach clarifies subtle relationships between the infinite regress and common

knowledge, together with the other epistemic axioms. First, we show that under Axiom

T, our infinite regress formula Ir(1 2) collapses to the common knowledge formula

C(1∧2) (with respect to provability) which is an epistemic description of an objective
situation (cf., Lewis [13], and also Fagin et al. [4], Myer-van der Hoek [15]). Thus,

imposing Axiom T would remove the subjective nature of the infinite regress formula.

We also show that when Axiom 4 is added to GL the infinite regress formula becomes

equivalent to the individual belief of common knowledge, but not the common beliefs.

In step IR2, we apply our theory to the prediction/decision making for a game

mentioned in Section 1.1. Specifically, the infinite regress in Diagram 1.2 is expressed

as Ir1(N1
N2). This allows a formal analysis of the regress Ir1(N1

N2) and a full

characterization of possible final decisions and predictions. The characterization leads

to a particular formula taking the infinite regress of best responses. Under Axiom

T, this formula becomes the common knowledge of the Nash equilibrium. Our result

shows that our formulation of infinite regress completes the epistemic analysis of ex ante

prediction/decision-making in the Nash theory. It is worth noting that the characteri-

zation requires a game theoretical assumption, interchangeability, due to Nash [17]2. In

2Without interchangeability, we would meet an incompleteness result germinating from the “unsolv-

ability” in the Nash [17] sense. Its full argument will be given in a separate paper.
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this sense, our study of infinite regress is intrinsic only not in an epistemic logic but also

in game theory.

1.3. Three Remarks on Our Approach

First, we emphasize that GL is taken as a proof-theoretic system, though it is Kripke-

complete. A reason for this choice is also compatible with principle R2; the logical

inferences are an engine for prediction/decision making. In general, we take the proof-

theoretic approach for positive statements, and the semantic approach for negative

(unprovable) statements by giving counter models.

In related strands of literatures, model-theoretic approaches in a broad sense are

adopted. In logic, the Kripke semantics itself is regarded as targets as well as rep-

resenting tools, while syntactical axiomatizations are also presented (cf., Fagin et al.

[4], Meyer-van der Hoek [15]). In related game theory literature such as Aumann-

Brandenburger [2] and Tan-Werlang [19], the main focus is the study of the “states of

mind” of the players, though common knowledge as an objective description is the main

theoretical concept. In contrast to those papers, we adopt a syntactical approach since

our focus is on players’ mental activities, i.e., logical inferences.

Finally, we remark that we can formulate our problem in a fixed-point point ex-

tension of KD This is less direct than the infinitary logic approach since the concept

of infinite regress is, by definition, of infinite nature. In Section 3, however, we will

indicate how the fixed-point approach can be formulated. Also, we note that our infini-

tary system GL is a small infinitary extension of KD
 rather than a large infinitary

extension such as ones in Karp [12] and in Heifetz [7].

The paper is organized as follows: Section 2 gives a Hilbert-style formulation of GL
and some basic lemmas. The infinite regress formula Ir(1  ) and the common

knowledge formula C() are formulated there. Section 3 gives lemmas summarizing

basic properties of infinite regress formulae. Section 4 gives two theorems on the rela-

tionships between our infinite regress and common knowledge formulae. Section 5 for-

mulates axioms for prediction/decision making and the final axiomatic forms in terms

of infinite regresses, together with their analysis and presenting the characterization

theorems. Section 6 gives conclusions and some remarks. Section 7 gives proofs of the

two theorems in Section 5.

2. Epistemic Logic

We give an infinitary language for our epistemic logic, and formulate the concept of an

infinite regress. To analyze its behavior, we adopt infinitary epistemic logic GL and

give a concise introduction to it.
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2.1. Infinitary Language

We start with the following list of primitive symbols:

propositional variables: p0p1;

logical connective symbols: ¬ (not)⊃ (implies) ∧ (and) ∨ (or)3;
unary belief operators: B1(·)  B(·);
parentheses: (, ); comma: ; and braces: {, }.

The last list of parentheses, commas, and braces will be used since set-theoretical ex-

pressions are allowed in our definition of formulae.

Diagram 2.1

P0 =  P1 → P2 → P3 → · · ·
↓ ↓ % ↓ % ↓ %
F(P0) = ∅ F(P1) F(P2) F(P2)

We define the set P of formulae and a certain set F(P) of countable subsets of P
for  (0 ≤   ) by the following induction. This definition has two induction steps:

For each  we define P+1 and F(P+1) from P and F(P); and each definition is
based on some induction. These steps are are illustrated in Diagram 2.1. Formulae P1
are all finitary, but for   1 P includes infinitary formulae.

The base case for  = 0 is as follows:

(o): P0 :=  is the set of all propositional variables, and F(P0) = ∅.
Now we suppose that P and F(P) are given. Then we define P+1 by the following
finite induction:

(i): P ∪ {(∧Φ) (∨Φ) : Φ ∈ F(P)} ⊆ P+1;
(iia): if  are formulae P+1, so are ( ⊃ ) (¬), B1() B();

(iib): if Φ is a finite nonempty subset of P+1, so are (∧Φ) and (∨Φ).
Now we define the set F(P+1) :We first define permissible sequences from P+1 as fol-
lows: Let 1(1  ) (1  ) be formulae in P1 with a specification of propo-
sitional variables 1   ( is a natural number) and 1   formulae in P+1 Then,
the sequences h

 :  ≥ 0i  = 1   are ( + 1)-permissible if they are generated by
the following recursion:

A0: 0 =  for  = 1  ; and for  ≥ 0 +1
 = (


1   


 ) for  = 1  .

Then we add the following step:

3Since we adopt classical logic as the base logic, we can abbreviate some of those connectives. Since,

however, our aim is to study logical inferences for decision making rather than semantical contents, we

use a full system.
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A1: If h
 :  ≥ 0i  = 1   are ( + 1)-permissible sequences and if  (1  ) in

P1, then h (
1   


 ) :  ≥ 0i is ( + 1)-permissible.

Then, we say that Φ is a (+1)-permissible set iff Φ is a nonempty finite subset of P+1
or Φ = { :  ≥ 0} for some a (+1)-sequence h :  ≥ 0i. We denote, by F(P+1)
the set of all ( + 1)-permissible sets.

We define the set of all formulae by P =
S
 P, and also the set of permissible

sets by F = ∪F(P)
In the following, we may write ∧∨ and ∨∨ for ∧{}∨{} and

∨{} etc., when these are easier. We also write  ≡  for ( ⊃ ) ∧ ( ⊃ )

We often abbreviate the parentheses ( ) when it causes no confusion, and we may use

different parentheses such as [ ] and h i. Also, we say that a formula  is non-epistemic
iff no belief operators B(·)  ∈  occurs in 

In P we formulate infinite regress, common knowledge, and common belief.
Infinite Regress (in the mind of player ): Let (1  ) = ∧ 6=B(),  ∈  ,

where 1   are propositional variables. Let A = (1  ) be an -tuple of

formulae in P. Then we form the permissible sequences h0  1  2  i  ∈  as

follows:

0 =  
+1
 = (


1   


) = ∧ 6=B(


 ) for  ∈  (2.1)

Then, we define Ir(A) := ∧{
 :  ≥ 0}, which we call the infinite regress for player 

from the reference list A = (1  ). It should be noted that Ir(A) is occurring in

the mind of player  i.e., in the scope of B This is crucial for our consideration of the

Nash solution theory in Section 5, and will be elaborated more in Sections 4 and 5. The

sequence in (2.1) is illustrated graphically for  = 2 from with A = (1 2) as follows:

Diagram 2.2

01 = 1 11 = B2(
0
2) = B2(2) · · ·

% %
02 = 2 12 = B1(

0
1) = B1(1) · · ·

The first raw row of Diagram 2.2 corresponds to the sequence following the South-ward

and Northeast-ward arrows in Diagram 1.2.

We denote each 
 by Ir


 (A); and hence, Ir(A) := ∧{Ir (A) :  ≥ 0}; this expres-

sion will be used later. In this definition, the infinite regress Ir(A) is assumed to occur

in the mind of player ; and if we refer to this from the outside observer’s perspective,

we should use B(Ir(A)) In fact, Lemma 3.3 guarantees that we can move out and in

the scope of B(·) This abbreviation simplifies our expressions a lot, but we should not
forget the abbreviation.

Common Knowledge: Let () = ∧∈B(), where  is a propositional variable.
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Given  ∈ P, the common knowledge of  is defined as the infinite conjunction

∧{C() :  ≥ 0} where hC() :  ≥ 0i is generated by

C0() =  and C+1() = ∧∈B(C
()) for all  ≥ 0 (2.2)

We write C() := ∧{C() :  ≥ 0}. We will discuss the relationship between the
infinite regress Ir(A) and common knowledge C() in Section 4

4.

The infinite regress Ir(A) is given subjectively in the mind of player  while the

common knowledge C() is formulated objectively. This unparallelism will be explained

in Section 4.

2.2. Logical Axioms and Inference Rules for GL

The base logic of GL is an infinitary classical logic, formulated by the five axiom

schemata and three inference rules: for all formulae  and permissible set Φ,

L1:  ⊃ ( ⊃ );

L2: ( ⊃ ( ⊃ )) ⊃ (( ⊃ ) ⊃ ( ⊃ ));

L3: (¬ ⊃ ¬) ⊃ ((¬ ⊃ ) ⊃ );

L4: ∧Φ ⊃ , where  ∈ Φ;
L5:  ⊃ ∨Φ, where  ∈ Φ;

 ⊃  


(MP)

{ ⊃  :  ∈ Φ}
 ⊃ ∧Φ (∧-rule) { ⊃  :  ∈ Φ}

∨Φ ⊃ 
(∨-rule)

The axiom schemata L1-L5 and the three inference rules together with P constitute
a classical infinitary logic.5 Here, formulae are taken from P and they may include
belief operators B,  ∈  . In ∧-rule and ∨-rule, Φ is required to be a permissible set
of formulae, but the sets of upper sets of those inferences may not. In this classical

logic, each formula with the outermost B(·) behaves just as a proposition variable,
independent of its content.

We have two epistemic axiom schemata and one inference rule: for all formulae ,

permissible Φ and  ∈ 

K: B( ⊃ ) ⊃ (B() ⊃ B());

D: ¬B(¬ ∧);
4The common belief is defined in the same manner with the replacement of the start ∧∈B() in

(2.2). Nevertheless, the common belief does not play a role in this paper.
5The fragment determined by ⊃ and ¬ with L1-L3 and MP is the same as the classical propositional

logic in many textbook such as Mendelson [16]. Basic provable formulae are found in those books.
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∧-Barcan: ∧B(Φ) ⊃ B(∧Φ);


B()
(Necessitation)

By GL we denote the logical system determined by all the above axioms and

inference rules This is an infinitary version of epistemic logic KD with Axiom ∧-
Barcan. Axiom K and Necessitation rule imply that all (real and imaginary) players

have logical abilities expressed by (infinitary) classical logic. Axiom D means that a

belief of an inconsistent statement is not allowed: With Axiom K and Necessitation

rule, this is equivalent to B(¬) ⊃ ¬B(). Axiom D is essential for meaningful

discussions of practical problems. The last additional axiom is called the ∧-Barcan: If
Φ is a finite set, ∧B(Φ) ⊃ B(∧Φ) is provable, but if Φ is an infinite set, B(∧Φ) is
logically stronger than ∧B(Φ), since the former includes the totality of Φ in the scope

of B. The axiom ∧-Barcan makes them equivalent. This equivalence is essential for

discussions of infinite regress.

A proof  = h;i in logic GL consists of a countable tree hi and a function
 :  → P with the following requirements:
(o): hi has no infinite path from its root;

(i): for each node  in hi, () is a formula attached to ;
(ii): for each leaf  in hi, () is an instance of the axiom schemata;

(iii): for each non-leaf  in hi,
{() :  is an immediate predecessor of }

()

is a one of the above four inference rules6. When  = (0) is attached to the root 0
of hi we call h;i a proof of .

We say that  is provable, denoted by `  iff there is a proof of  For a (possibly

infinite) set of formulae Γ we write Γ `  iff `  or ` ∧Γ0 ⊃  for some nonempty

finite subset Γ0 of Γ.
We consider the other two logical systems by adding the following axiom schemata:

for  ∈  and  ∈ P,
Axiom T (Truthfulness): B() ⊃ ;

Axiom 4 (Positive Introspection): B() ⊃ BB().

The logical systems obtained from GL by the addition of Axiom T or 4 is denoted by

GL(T) or GL(4), respectively. The finitary versions of GL GL(T) and GL(4) are

KD KT and K4. Axiom T is a strengthening of Axiom D, which will be important

6 If  has a unique immediate predecessor  the set bracket is unnecessary.
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in relating the infinite regress to the common knowledge. Axiom 4 also makes a similar

relationship them, while keeping subjectivity, which will be discussed in Section 3.2.

Nevertheless, the main part of this paper will be discussed in GL.

We will use the facts stated in the following lemma often without referring to them,

and we only prove claim (8). Claim (3) is very useful for the subsequent sections7. As

stated, (6) is equivalent to Axiom D. Claims (7) and (8) are dual, and proved in the

dual manner. The converse of (8) is ∧-Barcan.
Lemma 2.1. Let  ∈ P and let Φ be a permissible set.
(1): `  ⊃  and `  ⊃  imply `  ⊃ ;

(2): ` ( ⊃ ) ≡ ¬ ∨;
(3): ` [ ⊃ ( ⊃ )] ≡ [ ∧ ⊃ )];

(4): ` ¬(∧Φ) ≡ ∨(¬Φ) and ` ¬(∨Φ) ≡ ∧(¬Φ);
(5): Γ ` ∧Φ if and only if Γ `  for all  ∈ Φ;
(6): ` B(¬) ⊃ ¬B(¬);
(7): ` ∨B(Φ) ⊃ B(∨Φ);
(8): ` B(∧Φ) ⊃ ∧B(Φ).

Proof. (8): Let  be an arbitrary formula in Φ Since ` ∧Φ ⊃  by L4, we have `
B(∧Φ ⊃ ) by Necessitation (to be abbreviated as Nec). By K and MP (we will omit

references to MP hereafter), we have ` B(∧Φ) ⊃ B() Since this holds for all  ∈ Φ
we have, ∧-rule, ` B(∧Φ) ⊃ ∧B(Φ)

Logic GL is complete with respect to Kripke semantics, which can be proved,

using the method developed in Tanaka-Ono [20]. In this paper, we use proof theory

GL almost exclusively for our discussions of provable statements, but use the Kripke

semantics only for negative evaluations, i.e., the soundness part.

The logical system GL is a “small” extension of the finitary KD
 relative to the

literature of infinitary logic (cf., Karp [12] and Heifetz [7]. In fact, we can restrict

our attention even to a smaller fragment: By restricting the set of formulae P to P
(  ) in GL we have the system, denoted by GL which is also Kripke-complete.

For practical discussions on infinite regresses such as the game theoretical problem

discussed in Section 5, GL is enough for some small  ≥ 1 We will give a comment on
this problem in Section 6.

7 In fact, it takes many steps to prove (3) in our axiomatic system. A derivation is found in the

Appendix of Kaneko [10].
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3. Basic Properties of Infinite Regresses

In this section, we provide various basic properties related to the concept of infinite

regress. We summarize them in Lemmas 3.1 and 3.2. We will use them in the subsequent

studies of the Nash solution theory. Lemma 3.1.IRA implies ` Ir(A) ⊃ , but this is a

subjective statement in the mind of player  Then, we give another lemma to guarantee

this treatment which requires our epistemic logic to be the KD-type, rather than the

KT or K4-types.

Lemma 3.1. Let A = (1  ) be a reference list.

IRA: For all  ∈  , ` Ir(A) ⊃  ∧ (∧ 6=B(Ir(A)))

IRI: Let D = (1 ) be a reference list. If `  ⊃ ∧ (∧ 6=B()) for all  ∈ 

then `  ⊃ Ir(A) for all  ∈ 

Proof. IRA: By L4, we have ` Ir(A) ⊃  Let  6=  For each  ≥ 0 ` Ir+1 (A) ⊃
B(Ir


 (A)) by L4. Hence, we have ` Ir(A) ⊃ B(Ir


 (A)) for all  ≥ 0 by L4.

Since {B(Ir

 (A)) :  ≥ 0} is a permissible sequence, we have, by ∧-rule, ` Ir(A) ⊃

∧{B(Ir

 (A)) :  ≥ 0} Thus, we have ` Ir(A) ⊃  ∧ (∧ 6=B(Ir(A)))

IRI: Suppose `  ⊃  ∧ (∧ 6=B()) for all  ∈  First, we show by induction that

`  ⊃ Ir (A) for all  ∈  and all  ≥ 0 For  = 0 this follows the supposition.

We make the induction hypothesis that `  ⊃ Ir (A) for all  ∈  Let  6=  Then,

` B() ⊃ B(Ir

 (A)) by Nec and K, which together with `  ⊃ B() implies

`  ⊃ B(Ir

 (A)) Since  6=  is arbitrary, we have `  ⊃ Ir+1 (A) Thus, we

have `  ⊃ Ir (A) for all  ≥ 0 Since {Ir (A) :  ≥ 0} is permissible, we have
`  ⊃ ∧{Ir (A) :  ≥ 0}

Claim IRA suggests that the infinite regress operators Ir(·)  ∈  may be regarded

as fixed points having the property IRA. Claim IRI implies that Ir(·)  ∈  are the

deductively weakest formulae having this property. Indeed, we can construct a fixed-

point logic in a finitary manner with the operator symbols I(·)  ∈  and requiring

IRA and IRI for them. We can prove that the resulting system is Kripke complete.

Although IRA and IRI give a lot of information about Ir(·)  ∈  , it would still be

useful to list some basic properties

Lemma 3.2. Let A = (1  ) and B = (1  ) be reference lists. Then,

(0): ` Ir(A) ⊃ (∧ 6= ∧ 6= BB(Ir(A)));

(1): ` Ir(A) ≡  ∧ (∧ 6=B(Ir(A)));

(2): ` Ir(A) ⊃ Ir(Ir1(A)  Ir(A));
(3): ` Ir(1 ⊃ 1   ⊃ ) ⊃ (Ir(A) ⊃ Ir(B));
(4): ` Ir(1 ∧1   ∧) ≡ (Ir(A) ∧ Ir(B));
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(5): If ` Ir(A) ⊃  for each  ∈  , then ` Ir(A) ⊃ Ir(B);
(6): ` Ir(A) ∧ Ir(B) ⊃ Ir(;B−), where (;B−) is the reference list obtained
from B by substituting  for  in B

Proof. We prove (0)-(3). The others can be proved in similar manners.

(0): Let  6=  Then, by IRA, ` Ir(A) ⊃ (∧ 6=B(Ir(A))) By K, and Nec, we have `
B(Ir(A)) ⊃ B(∧ 6=B(Ir(A))) Since ` Ir(A) ⊃ B(Ir(A))) we have ` Ir(A) ⊃
B(∧ 6=B(Ir(A))) Using ∧-rule, we have ` Ir(A) ⊃ ∧ 6=B(∧ 6=B(Ir(A)))

Since the order of ∧ and B can be changed for a finite set of formulae, we have (0).

(1): The direction ` Ir(A) ⊃  ∧ (∧ 6=B(Ir(A))) follows from IRA. For the other

direction, let  =  ∧ (∧ 6=B(Ir(A))) We claim `  ⊃  ∧ (∧ 6=B()) for

 ∈  Once this is proved, we have `  ⊃ Ir(A) Let us prove the claim. By

L4, we have `  ⊃  Then, for any  6=  we have, by IRI, ` Ir(A) ⊃  

and hence, by Nec and K, ` B(Ir(A)) ⊃ B() Since `  ⊃ B(Ir(A)) we

have `  ⊃ B() Similarly, ` Ir(A) ⊃ ∧ 6=Ir(A) and hence, by Nec and
K, ` B(Ir(A)) ⊃ B(∧ 6=Ir(A)) Since `  ⊃ B(Ir(A)) we have `  ⊃
B(∧ 6=Ir(A)) Thus, by ∧-rule, `  ⊃ B() ∧ B(∧ 6=Ir(A)) which can be
changed by Lemma 1.1.(8), `  ⊃ B( ∧ (∧ 6=Ir(A))) i.e., `  ⊃ B(). The

claim follows from this.

(2): Let  = Ir(A) for  ∈  Then, for  ∈  we have `  ⊃ Ir(A) and

`  ⊃ ∧ 6=B() by IRA. Then, by IRI, we have `  ⊃ Ir(B) which is the

assertion.

(3): Let  = Ir(1 ⊃ 1   ⊃ ) ∧ Ir(A) for  ∈  By IRA, `  ⊃ ( ⊃
) ∧  Thus, `  ⊃  Let  6=  By IRA, `  ⊃ B(Ir(1 ⊃ 1   ⊃
)) ∧B(Ir(A)) By Lemma 3.1.(8), we have `  ⊃ B() Thus, by IRI, we have

`  ⊃ Ir() By Lemma 3.1.(3), we have the assertion.

These have interesting implications: Property (1) implies that Ir(A)  ∈  form

a fixed-point, (2) resembles Axiom 4, and (3) is a general form of Axiom K. These

properties will be used in the game theoretical applications in Section 5.

We have defined the infinite regress Ir(A) in the mind of player  If we look at

this fact from the outside observer’s viewpoint, we should consider B(Ir(A)) Our

practical concern is to have implication of the forms such as ` Ir(A) ⊃ Ir(C) and
if this occurs in the mind of player  it can be stated as ` B[Ir(A) ⊃ Ir(C)] or

` B(Ir(A)) ⊃ B(Ir(C)) The following lemma states that those are equivalent in

GL

Lemma 3.3 (Moving out and in from the Scope of B()): The following three

statements are equivalent:

(1): `  ⊃ ; (2): ` B[ ⊃ ]; (3): ` B() ⊃ B().
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This result is known for K, KD, and some others (cf., Chellas [3], p.147). The

equivalences do not hold when we add Axiom 4. Let  be an atomic formula. Then,

B() ⊃ BB() is an instance of Axiom 4, but  ⊃ B() is not provable in GL.

A semantic proof is possible based on the Kripke-completness of GL but for self-

containedness, we give a proof-theoretic proof.

Proof of Lemma 3.3. It is straightforward to have (1) =⇒ (2) =⇒ (3) We show

(3) =⇒ (1) Suppose ` B() ⊃ B() Then, there is a proof  = (();) of

B() ⊃ B()

Let  be the erasing operator which erases B(·) only once. Once it erases B(·) it
becomes the null symbol. The exact definition is defined inductively as follows:

(0): for any propositional variable  () = ;

(1): (¬) = ¬(); (2): ( ⊃ ) = () ⊃ ();

(3): (∧Φ) = ∧{() :  ∈ Φ}; and (∨Φ) = ∨{() :  ∈ Φ};
(4): (B()) =  but for any  6=  (B()) = B(())

We apply this operator  to the proof  = (;) but not universally.

We introduce the boundary for this application: We say that  ∈  is the concluding

node of Nec (necessitation with B) iff the attached formula () is the lower formula

of NecWe consider a lowest concluding nod of Nec i.e., no other Nec occur below 

We denote the set of such lowest concluding nodes of Nec by {1  } These are the
boundary for the application of  to the attached formula () :We define 

0 :  → P
as follows:

0() = () if    for some  ∈ {1  }
= () otherwise.

If the boundary is empty, then all the nodes are regarded as below the boundary. If 

is above the boundary, 0() is the same as () We show by the induction from the

leaves that ` 0() for any  ∈  Consider the subtree determined by the immediate

upper node  of some node  of {1  } Since we did not change the attached
formulae, ` 0() Now, we start with the inferences at the boundary. Once this is
proved, we have ` [B() ⊃ B()] =  ⊃ 

Let  ∈ {1  } and  be the immediate predecessor of  Then, () is expressed
as B() Then, since 

0() = () = B() =  = () = 0() we have ` 0()
Consider a leaf  below the boundary. The attached formula () is an instance of

L1-L5, K, D or ∧-Barcan. We should prove ` () Here, we verify only L5, D and

∧-Barcan.
An instance of L5 is expressed as  ⊃ ∨Φ where  ∈ Φ Then,  ⊃ ∨Φ is also

an instance of L5. An instance of Axiom D is expressed as ¬B(¬ ∧ ). If  6= 

then [¬B(¬ ∧)] = ¬B [(¬) ∧ ] which is another instance of D. If  = 
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then [¬B(¬ ∧ )] = ¬(¬ ∧ ) which is provable. An instance of ∧-Barcan is
expressed as ∧B(Φ) ⊃ B(∧Φ) If  6=  then [∧B(Φ) ⊃ B(∧Φ)] = ∧B(Φ) ⊃
B(∧Φ) is also an instance of ∧-Barcan. If  =  then [∧B(Φ) ⊃ B(∧Φ)] = ∧Φ ⊃
∧Φ is provable.

The remaining is to show that the three inferences rules hold below the boundary.

Consider only MP. It becomes the form that if  and ( ⊃ ) are provable,  is

provable, i.e., an instance of MP.

4. Infinite Regress and Common Knowledge

We have formulated the concept of an infinite regress as a subjective concept. Although

Ir(A) and the other Ir(A)’s interact with one another, the single Ir(A) is our target

and the other Ir(A)’s are auxiliary in the reference to the mind of player . This

is well reflected in Lemma 3.2.(1): ` Ir(A) ≡  ∧ (∧ 6=B(Ir(A))) If, however,

we assume Axiom T, which blurs the distinction between subjectivity and objectivity,

all the Ir(A)’s become equivalent, and the infinite regress Ir(A) itself becomes the

common knowledge of ∧∈ . Here, the infinite regress collapses to the common

knowledge. This will be shown in Theorem 4.1. With the addition of Axiom 4, we can

keep the distinction between those two concepts, but the infinite regress becomes the

individual belief of common knowledge. This will be shown in Theorem 4.2. As noted

around in Lemma 3.3, here we cannot abbreviate the outer B[] for the consideration

of infinite regress Ir(A)

First, we recall that GL(T) is the logic obtained from GL by adding Axiom T.

Lemma 4.1.(1) In GL, ` C() ⊃ B(C()) for  ∈  ;

(2) In GL(T), ` Ir(A) ≡ Ir(A) for all   ∈  .

Proof.(1): We have ` C0() ⊃  and ` C+1() ⊃ B(C
()) for all  ≥ 0 Hence,

` C() ⊃ B(C
()) for all  ≥ 0 This together with ∧-rule implies ` C() ⊃

∧{B(C
()) :  ≥ 0} By ∧-Barcan, we have ` C() ⊃ B(∧{C() :  ≥ 0}) which

is ` C() ⊃ B(C())

(2): By Lemma 3.1.IRA, we have ` Ir() ⊃ B(Ir()) for all  6=  Thus, by Axiom

T, ` Ir() ⊃ Ir()
Now, we have the collapse theorem in GL(T).

Theorem 4.1 (Collapse to Common Knowledge). LetA = (1  ) and  ∈  .

In GL(T), ` Ir(A) ≡ C(∧∈).

Proof : First, we show `C(∧∈) ⊃ Ir(A) Let  = C(∧∈) By Lemma 4.1.(1),

we have `  ⊃ ∧ 6=B() By L4 and the definition of C `  ⊃  Thus, by IRI, we

have `  ⊃ Ir(A)
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Next, we show ` Ir(A) ⊃ C(∧∈) By IRA, ` Ir(A) ⊃  and ` Ir(A) ⊃
B() for each  6=  Thus, by Axiom T and ∧-rule, ` Ir(A) ⊃ ∧∈  i.e., `
Ir(A) ⊃ C0(∧∈) Suppose the induction hypothesis that ` Ir(A) ⊃ C(∧∈)

for all  ∈  Then,

for each  ∈  ` B(Ir(A)) ⊃ B(C
(∧∈)) (4.1)

by Nec and K. Since ` Ir(A) ⊃ B(Ir(A)) by IRA, we have ` Ir(A) ⊃ B(C
(∧∈))

for all  6= 

Now, for  6=  ` Ir(A) ⊃ B(Ir(A)) by IRA; thus ` Ir(A) ⊃ B(C
(∧∈))

by (4.1). But, by Lemma 4.1.(2), we have ` Ir(A) ⊃ Ir(A) Thus, we have ` Ir(A)) ⊃
B(C

(∧∈)) This and the conclusion of the previous paragraph imply ` Ir(A) ⊃
∧∈B(C

(∧∈)) i.e., ` Ir(A) ⊃ C+1(∧∈)

Finally, we have ` Ir(A) ⊃ ∧≥0C(∧∈) by ∧-rule
In Theorem 4.1, one direction does not need Axiom T. Since this statement will be

used in the next theorem, we state this result explicitly:

` C(∧∈) ⊃ Ir(A) in GL (4.2)

On the other hand, Axiom T is used to show ` Ir(A) ⊃ C(∧∈), while 0 Ir() ⊃
C(∧∈) in GL This unprovability can be proved by using the soundness part of

GL with respect to the Kripke semantics.

Example 4.1. Consider  = 2 Let 1() =  and 2() = ¬ where  is an propo-
sitional variable. We show that Ir1(1 2) is not contradictory in GL. We construct

the following Kripke model: A frame is given as follows:

Diagram 4.1

0
©2
→
1

1
©1
→
2

2
©2
→
1

3
©1
→
2
· · ·

That is,  = {0 1 } and the accessibility relations 1 2 are given exactly the in-
dexed arrows, which are serial. Now, let  be an assignment satisfying: ( ) =

> iff  is even (the values for other propositional variables are arbitrary). Then,

(F    0) |=  (= Ir01(1 2)) (F    0) |= B1(¬)(= Ir11(1 2)), (F    0) |=
B1B2()(= Ir21(1 2)), and so on. Thus, (F    0) |= Ir1(1 2) However, `
C(1∧2) ⊃ ∧ (¬), and hence ` ¬C(1∧2) This implies (F    0) 2 C(1∧2)
Thus, (F    0) 2 Ir(1 2) ⊃ C(1 ∧ 2) By soundness, we have 0 Ir1(1 2) ⊃
C(1 ∧2) in GL.

In the 2-person case, Fig.1.1 depicts the one line hierarchy of beliefs in the infinite

regress formula Ir1(1 2) However, it may be the case that one player thinks about
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Figure 4.1: Mutual Misunderstanding

the situation with both players including himself: Fig.1.1 is changed to Fig.4.1.When

we add Axiom 4 to GL our concept of infinite regress captures this situation. In

this case, however, Lemma 3.3 is no longer available because of Axiom 4. Hence, we

should specify the viewpoint for the statement: Theorem 4.2 is stated from the outside

observer’s viewpoint.

Theorem 4.2 (Individual Belief of Common Knowledge): Let  be any formula

in P. Then, in GL(4), ` BC() ≡ BIr(  )

Although Theorem 4.2 is not parallel to Theorem 4.1 in that the second has the

restriction A = (  ) the infinite regress is connected to the common knowledge

in the mind of player  Here, it is allowed for each player to have a belief of different

common knowledge. In Fig.4.1, player 1 thinks that the game situation 0 is common
knowledge between 1 and 2 while player 2 thinks that different 00 is common knowl-
edge. Either differs from the objective. This mutual misunderstanding is exactly what

the comic story called Konnyaku Mondo describes (see Kaneko [11]). We note that this

differs from the concept of common beliefs discussed in the literature of epistemic logic,

which, in GL is defined to be B1C() ∧B2C()
In the literatures of epistemic logic as well as game theory, the S5-type logics are

typically adopted to have discussions on common knowledge (cf., Fagin, et al. [4] and

Myer-van der Hoek [15]). One question is the evaluations of epistemic axioms such

as Axiom T, 4, and 5 (Negative Introspection). In Theorem 4.1, Axiom T makes the

concept of infinite regress to collapse to common knowledge8, and hence under Axiom T,

we have no meaningful distinction between them. In contrast, Theorem 4.2 shows that

Axiom 4 makes a subjective connection between infinite regress and common knowledge.

8Kaneko [10], Section 5, showed that Axiom T can be described inside KD4. The same holds in

GL
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In our treatment Axiom 5 seems less relevant and it seems difficult to have a precise

evaluation of its role.

Proof of Theorem 4.2. The direction ` BC() ⊃ BIr(  ) follows (4.2) by

Nec and K

Now, we show that ` BIr(  ) ⊃ BC() For any  ∈  by IRA, `
Ir(  ) ⊃  and hence, ` BIr(  ) ⊃ BC

0() Suppose the induction

hypothesis that ` BIr(  ) ⊃ BC
() for any  ∈  By Axiom 4, we have

` BIr(  ) ⊃ BBC
() (4.3)

By IRA, ` Ir(  ) ⊃ B(Ir(  )) for all  6= Hence, by the induction hypoth-

esis, we have ` Ir(  ) ⊃ BC
() for all  6=  and by ∧-rule, ` Ir(  ) ⊃

∧ 6=BC
() Thus, by Nec and K, we have ` BIr(  ) ⊃ B(∧ 6=BC

())

This, together with (4.3), implies ` BIr(  ) ⊃ B(∧∈BC
()) that is,

` BIr(  ) ⊃ B(C
+1())

By the mathematical induction principle, and ∧-rule, we have ` BIr(  ) ⊃
∧{B(C

()) :  ≥ 0} By ∧-Barcan, we have ` BIr(  ) ⊃ B(∧{C() :  ≥
0}) i.e., ` BIr(  ) ⊃ BC()

5. An Application to Game Theory

Here, we apply the concept of infinite regress to the prediction/decision making discussed

in Section 1. Distinguishing between predictions and decisions, the criterion and the

resulting outcome are naturally expressed in terms of infinite regresses. In this paper,

we consider only the 2-person case and a certain class of games. More discussions will

be given in separate papers. The main theorems (Theorems 5.2 and 5.3) will be proved

in Section 7.

5.1. Basic Concepts for 2-Person Games

Let  = ({1 2} {1 2} {1 2}) be a finite 2-person game, where 1 2 are the players,
 is the finite set of strategies and  :  := 1 × 2 → R is the payoff function for
player  = 1 2. An example is given in Table 1.1. When we focus on player  the other

player is denoted by  We also write (; ) for  = (1 2) ∈ . A strategy  for

player  is a best-response against  iff (; ) ≥ (; ) for all  ∈ . A strategy

pair  ∈  is a Nash equilibrium in  iff  is a best response against  for  = 1 2.

We denote () the set of all Nash equilibria in  where () may be empty. We

say that  is a Nash strategy iff (; ) ∈ () for some  ∈   and denote the set

of all Nash strategies for player  by () In the game of Table 1.1, (s11 s21) is the

unique Nash equilibrium, and hence s1 is the Nash strategy for player  = 1 2. (See

Luce-Raiffa [14], Osborne-Rubinstein [18] for basic game theoretic concepts.)
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We say that game  is solvable iff () 6= ∅ and for  = 1 2

if  0 ∈ () then (; 
0
) ∈ () (5.1)

The game of Table 1.1 is solvable, but there are many unsolvable games (cf., [14]). It

can be observed that (5.1) is equivalent to () = 1()× 2(). In this case, ()

is called the Nash solution.

When is unsolvable and () 6= ∅, Nash [17] provided the concept of a subsolution.
In this paper, however, we focus only on solvable games.

The above language is incapable in distinguishing explicitly between decisions and

predictions. However, it would be useful to give a description of prediction/decision

making in this language. The prediction/decision criterion N1-N2 in Section 1 is now

formulated as follows: Let  be a subset of  for  = 1 2 satisfying

1 6= ∅ ⇐⇒ 2 6= ∅ (5.2)

Then, N1-N2 are:

N1: for any 1 ∈ 1, 1 is a best response against 2 for all 2 ∈ 2;

N2: for any 2 ∈ 2, 2 is a best response against 1 for all 1 ∈ 1

We have the following theorem.

Theorem 5.1. Let  be a game satisfying (5.1), and let  be a subset of  for  = 1 2

with (5.2). Then  = 1 ×2 is the Nash solution () of  if and only if (1 2) is

the greatest pair satisfying (5.2) and N1-N2.9

The nonemptiness of () is not assumed for Theorem 5.1, but is necessary for

decision making itself.

Theorem 5.1 is proved in a separate paper. It is interpreted as meaning that a Nash

strategy is a possible final decision for player  and the set of Nash strategies for player

 is ’s predictions. However, this is purely interpretational in that the mathematical

formalism has no distinction between a decision and a prediction. To have a faithful

description of prediction/decision making, we adopt epistemic logic GL.

To discuss the above game theoretical problems, we adopt the following symbolic

expressions as the list of propositional variables in GL: for  = 1 2

atomic preference formulae: Pr(; ) for   ∈ ;

atomic decision/prediction formulae: () for  ∈ .

The expression Pr(; ) is intended to mean that player  weakly prefers strategy pair

 to strategy pair . The expression () means that  is a possible final decision for

9The “greatest” is relative to the componentwise set-inclusions.
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player  in the scope of B(· · ·). Player ’s prediction about ’s decision is expressed as
B(()) occurring in B(· · ·), which will be clarified below.

We describe the payoff functions 1 2 in  as follows: for each  = 1 2,

 = ∧ [{Pr(; ) : () ≥ ()} ∪ {¬Pr(; ) : ()  ()}]  (5.3)

The concepts of best response and Nash equilibrium are now formulated as follows: The

statement “ is a best response to ” is given as best(; ) := ∧∈Pr(  ;  )
“ = (1 2) ∈  is a Nash equilibrium” is nash() := best1(1; 2) ∧ best2(2; 1) and
“ is a Nash strategy for player ” is ∨∈nash(; ).

5.2. Epistemic Axioms for Prediction/Decision Making

Here, we analyze the prediction/decision making by player  in a game in epistemic logic

GL First, recall that Lemma 3.3 allows us to abbreviate the outer B[· · ·]; for example,
we can consider Diagram 1.2 forgetting the outer B1[· · ·] Thus, we focus on the inside
of the scope of B[· · ·] Nevertheless, we should keep this outer B[· · ·] in our mind, since
we adopt the description of our axioms particularly from the perspective of player .

This is reflected in the description of player ’s decision:

(): ()−  is a possible decision for player 

However, when player  predicts about ’s decision,  takes the perspective of player 

i.e.,

(): B(())− it is predicted by player  that  is a possible decision for 
Player ’s decision () itself occurs in the scope of the outer B[· · ·] in () and we do
not need to take the form B(())

Another step is that “player  thinks about ’s decision” in the scope of the outer

B[· · ·] is expressed as BB(()); since the outer B[· · ·] does not sneak into the scope
of B(·) we need to put B(()) This will be used in the second axiom below. Since

this point is subtle, we will return after Theorem 5.2.

We consider the following three axioms for player ’s prediction/decision making:

D0 (Best Choice toward Predictions): ∧∈ [() ⊃ hB(()) ⊃ best(; )i];
D1 (Predictability): ∧∈ [() ⊃ BB(())];

D2 (Necessary Prediction): ∧∈ [() ⊃ ∨∈B(())].

Axioms D01 and D02 formalize the prediction/decision criterion N1-N2 taking the dis-

tinction between () and () into account. Axioms D11 and D12 state that each player’s

decisions are correctly predictable by the other player Since each D1 occurs in B[· · ·]
player  himself believes this correctness. Axioms D21 and D22, corresponding to (5.2),

mean that one’s decision requires his prediction about the other.
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Let D = D0∧D1∧D2 for  = 1 2 andD = (D1D2). As discussed in Section 1, the

first layer D is not enough and requires B(D) to determine the meaning of player ’s

predictions B(()) which further requires BB(D) to determine BB(()) and

so on. This sequence is described by the infinite regress formula Ir(D) = Ir(D1D2)

To study Ir(D) = Ir(D1D2) as a requirement for prediction/decision making we

make an analogy of regarding Ir(D) as a system of simultaneous equations having

unknown symbols ()’s and ()’s. More precisely, the target unknowns are player

’s decisions () and predictions B(()) Then, we look for solutions for these

unknowns in P. Now, we have the following candidates for them: for each  ∈   =

1 2,

∗ () := ∨∈Ir[best(; );best( ; )] (5.4)

This corresponds to the Nash strategy ∨∈nash(; ) but the infinite regress is
needed in accordance with Ir(D) = Ir(D1D2).

We show that the formulae given in (5.4) are solutions for Ir(D) For this, we take

two steps (a): explication; and (b) choice of the weakest formulae for Ir(D). When we

obtain a solution for a system of equations, first we derive a candidate for the system,

which is (a); and then we show that it is the deductively weakest formulae satisfying

Ir(D) In this subsection, we give a theorem for step (a) and in Section 5.3, we take

step (b).

Theorem 5.2.(Explication of Ir(D)):

Ir(D) ` ∧∈hIr[1(1) ⊃ ∗1(1) 2(2) ⊃ ∗2(2)]i (5.5)

It follows from Theorem 5.2 and IRA of Lemma 3.1 that Ir(D) ` () ⊃ ∗ ()
and Ir(D) ` B(()) ⊃ B(

∗
 ()) That is, Ir(D) determines player ’s possible

decision () and his prediction B(()) to necessarily be 
∗
 () and B(

∗
 ())

Based on Lemma 3.3, (5.5) can be written as two equivalent forms:

` B[Ir(D) ⊃ ∧∈hIr[1(1) ⊃ ∗1(1) 2(2) ⊃ ∗2(2)]i]; (5.6)

` B[Ir(D)] ⊃ B[∧∈hIr[1(1) ⊃ ∗1(1) 2(2) ⊃ ∗2(2)]i] (5.7)

The statement (5.6) is to cover B[·] to (5.5), which sees the statement from the out-

side observer’s perspective. Then, (5.7) is obtained by distributing B[·] which is an
statement from the scope of the outsider, and some inferences are made by the outsider.

Mathematically speaking, by Lemma 3.3, we can substitute B [·] for the outer B[·] in
(5.6) and (5.7). However, this substitution violates our intended interpretation because

of the distinction () and () in the beginning of this section.
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5.3. Choice of the Weakest Formulae

Step (b) is to show that the candidates A∗ = {∗ () :  ∈ }  = 1 2 satisfy Ir(D)
We formulate this idea in logic GL as follows: Let A = {() :  ∈ } be a class
of formulae indexed with  ∈  for  = 1 2 We substitute those formulae for the

occurrences of ()  ∈  and  = 1 2 in Ir(D1D2) To be precise, we define D0(A)
as the formula obtained from D0 by substituting each () for the occurrences of

() in D0 for  ∈  and  = 1 2We define D1(A) and D2(A) in a parallel fashion.
Let D(A) = D0(A)∧D1(A)∧D2(A)10

We adopt the following axiom schema:

WF(A) (Choice of the Weakest Formulae) :
D(A) ∧B(D(A)) ⊃ ∧∈h[() ⊃ ()] ∧B [() ⊃ ()]i

Thus, WF(A) states that if A = (A1A2) satisfies D and B(D) i.e., D(A) and
B(D(A))) hold, then each of A = (A1A2) implies the corresponding formula of
I = (I1 I2) In other words, I = (I1 I2) are the deductively weakest among the
formulae satisfying D and B(D) Then, we take the infinite regress Ir(WF(A)) =
Ir(WF1(A)WF2(A)). We denote {Ir(WF(A)) : A = (A1A2) is the pair of formulae
indexed by  ∈   = 1 2} by Ir(WF)

As needed in Theorem 5.1, this step needs some additional condition corresponding

to interchangeability (5.1). We first consider the following formula “subjective Nash”:

for  = 1 2 and  ∈ ,

sash() := best(; ) ∧B(best( ; )) (5.8)

That is, from the perspective of player  strategy  is a best against his prediction 
and player  believes that  is a best against . Using these formulae, we formulate

“subjective interchangeability” in the perspective of player  :

Snt := ∧∈h(∨∈ sash(; )) ∧B(∨∈sash( ; )) ⊃ best(; )i (5.9)

That is, player ’s decision is a best response to any of his predictions about  where

“decision” and “prediction” are described in terms of subjective Nash. Let Snt =

(Snt1Snt2) and hence the infinite regress of these formulas is Ir(Snt). We have the

following theorem, which has the converse conclusion of Theorem 5.2.

Theorem 5.3 (Choice of the Weakest Formulae):

Ir(Snt) Ir(WF) ` ∧∈hIr[∗1(1) ⊃ 1(1) 
∗
2(2) ⊃ 2(2)]i (5.10)

10We may require each formula in A = {() :  ∈ }  = 1 2 not to include 1(·) and 2(·) at
all. This restriction is natural but we do not use it in the present paper.
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The assumption Ir(WF) is a set of formulae, while Ir(Snt) is one formula. Math-

ematically speaking, in fact, only the single formula, Ir(WF(A∗)) is used to have the
conclusion of the theorem, which will be seen in the proof of the theorem in Section

7. Nevertheless, we should adopt Ir(WF) to allow any candidates satisfying D and

B(D)

Now, we combine Theorems 5.2 and 5.3.

Theorem 5.4 (Full Characterization 1):

Ir(D) Ir(Snt) Ir(WF) ` ∧∈hIr[1(1) ≡ ∗1(1) 2(2) ≡ ∗2(2)]i (5.11)

Theorem 5.4 gives a full epistemic characterization of prediction/decision mak-

ing in terms of the infinite regresses of D0-D2, subjective interchangeability and the

choice of the weakest formulae satisfying D ∧ B(D). We can regard this deriva-

tion occurs in the mind of player ; that is, player  explicate those infinite regresses

Ir(D) Ir(Snt) Ir(WF) and his logical inferences lead to ∗ ().
In Theorem 5.4 we do not use a particular game formula, but we use only Ir(Snt)

Theorem 5.1 requires specific game structure with (5.1). In fact, we can change Theorem

5.4 in a parallel form. Let  be a game with (5.1), and g = (1 2) the pair of formulae

defined by (5.3). Then, we have the following:

` Ir(g) ⊃ Ir(Snt) (5.12)

That is, the infinite regress of payoff functions for game  implies the infinite regress

of subjective version of interchangeability, (5.9). Using this, Theorem 5.4 implies the

following theorem:

Theorem 5.5 (Full Characterization 2):

Ir(D) Ir(g) Ir(WF) ` ∧∈hIr[1(1) ≡ ∗1(1) 2(2) ≡ ∗2(2)]i (5.13)

This theorem directly corresponds to Theorem 5.1. We can formalize Theorem 5.1 by

ignoring all the occurrences of belief operators B1(·) and B2(·) in the above argument.
Here, we make a connection from Theorem 5.5 to the formalized version of Theorem 5.1.

This connection enables us to see the consistency of Ir(D) Ir(g) Ir(WF) a fortiori,

Ir(D) Ir(Snt) Ir(WF) in GL

First, we introduce the (universal) eraser 0 to eliminate all B(·)  = 1 2 in any

given formula, which is defined in a similar manner to  in the proof of Lemma 3.3.

Then, Kaneko-Nagashima [8] proved: for any formula 

`  implies `0 0
where `0 is the provability relation of classical logic. Then, the statement obtained from
(5.13) by applying 0 is exactly the non-epistemic formalization of Theorem 5.1. Note

that Axiom D1 becomes a redundant tautology with the application of 0
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We can show the consistency (contadiction-freeness) of the premises Ir(D) Ir(g)

Ir(WF) a fortiori, Ir(D) Ir(Snt) Ir(WF) in GL in the same manner of the

reduction by the eraser 0.

Kaneko [9] considered a certain epistemic characterization of the Nash solution

in logic GL(T4); the resulting formula was given as ∨∈C(nash(; )) under the
common knowledge of interchangeability C(int). It follows from Theorem 4.1 that in

GL(T), ` ∗ () ≡ ∨∈C(nash(; )) for  ∈  Theorem 5.4 becomes:

Ir(D) Ir(Snt) Ir(WF) ` C(∧=12[(1) ≡ ∨∈C(nash(; ))])
However, Kaneko [9] did not make the clear-cut distinction between decisions and predic-

tions; he provided certain axioms similar to D0-D2 to characterize ∨∈C(nash(; )).
The axiomatization was possible without the clear-distinction because of Axiom T In

our approach in GL we need the clear-cut distinction between decisions and predic-

tions; otherwise, there would be multiplicity in the axiomatization and in the charac-

terization.

5.4. Necessity of Infinite Regresses

Here we give a few remarks on the necessity of various components in our approach, in

particular, of the infinite regress of the axioms D0-D2 to obtain the full characterization

of prediction/decision making. Those are all described as unprovability statements,

which are proved by making counter models in Kripke semantics. We omit the proofs.

First, we let bIr (1 2) := ∧{Ir (1 2) : 0 ≤  ≤ } which is the regress formula
up to depth  First, we have the following fact:

(a): For any natural number , bIr (D) 0 ∧∈ [() ⊃ ∗ ()].

That is, if we stop the regress for D = (D1D2) at finite  we cannot have the statement

corresponding to Theorem 5.2, which means that the infinite regress of the premise is

inevitable for the theorem. This is proved by using the depth lemma for KD (see

Kaneko [10]) and the fact that GL is an conservative extension of KD


Notice that ∗ () includes the infinite regress, which makes us to have ` ∗ () ⊃
BB(

∗
 ()) that is, 

∗
 () satisfies Axiom D1 Again, if we stop the regress at a finite

 in ∗ () this would not hold. Let 

 () = ∨∈bIr (best(; );best( ; )) for

 ≥ 0 Then,
(b) For any natural number , 0 

 () ⊃ BB(

 ()).

This is also proved by the depth lemma.

A related fact is hat if we delete Axiom D1 from Ir(D) Theorem 5.2 would fail to

hold.

(c) Ir(D01∧D21D02∧D22) 0 ∧∈ [() ⊃ 
 ()] for all  ≥ 1
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That is, even 
 () with  = 1 is not derived if D1 is deleted from the premise.

6. Conclusions

First, we summarize the developments in the present paper in terms of steps IR1-IR3

in Section 1. Step IR1 was accomplished in Section 1, which discusses the infinite

regresses arising from prediction/decision making in a game situation. Then, Sections

2, 3, and 4 form step IR2: We formulated the infinite regress formula in the infinitary

logic GL and showed its basic properties as well as relations to the common knowledge

formula, revealing the role of the two additional epistemic axioms, i.e., Axiom T and

Axiom 4. Then, in Section 5, we applied the developed theory to the game theoretical

prediction/decision making, which is step IR3. Although the theory and application

already become a long discourse, many new developments may thrive from the current

study both from the viewpoints of logic and game theory. Here, we give a few comments

on further developments.

From the viewpoint of logic, GL is an infinitary logic. As stated in Section 3, we can

formulate the logic as a fixed-point logic, since Lemma 3.1 indicates the corresponding

fixed-point approach. Also, since the discourse in this paper is based on Lemma 3,1, all

the results after Lemma 3.1 can be reconstructed in the corresponding fixed-point logic.

The infinitary logic and the fixed-point logic approaches are mutually complementary:

The infinitary approach treats infinitary regresses in a faithful manner, while the fixed-

point approach gives different merits as a finitary logic.

Although GL is quite small relative to the standard infinitary logic approach such

as Karp [12] and Heifetz [7], specific problems such as those discussed in Section 5 need

even much smaller fragments of GL In particular, the infinite regresses arising from

prediction/decision making needs only a small extension of the finitary KD A precise

evaluation of this “smallness" requires a hierarchy of logics up to GL : Each logic can

be proved to be Kripke complete based on the method developed in Tanaka-Ono [20]. In

this approach, we can evaluate our axiomatization of prediction/decision making more

precisely. Also, the status of the fixed-point approach will become clearer.

Here, we turn to the game theoretical problems. In this paper, we have not touched

unsolvable games. Our approach, however, can be used to make a more substantive

contributions in understanding prediction/decision-making in games. Although Nash

[17] gave the definition of a subsolution, it gives no particular meaning of “unsolvability”

beyond its mathematical definition. Our approach would produce an incompleteness

result on prediction/decision making for an unsolvable game. It states that a player

can prove neither that a given strategy is a final decision nor that it is not. Thus,

unsolvability is expressed by an incompleteness result. This will be discussed in a

separate paper.
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Finally, our approach may be applied to other theories of ex ante prediction/decision-

making in games, such as the rationalizability concept proposed by Bernheim and Pearce

(cf., Osborne-Rubinstein [18]): the theory of rationalizable strategies has also a certain

structure of infinite regress, but differs from our starting point N1-N2.

7. Proofs of Theorems 5.2 and 5.3

7.1. Proof of Theorem 5.2

We prove the theorem with the following claims:

Lemma 7.1. For any  = 1 2 and  ∈ ,

(1) Ir(D11D12) ` [() ∧B(())] ⊃ Ir(1(1) 2(2));
(2) Ir(D01D02) ` Ir(1(1) 2(2)) ⊃ Ir(best1(1; 2)best2(2; 1));
(3): Ir(D011D012) ` [() ∧B(())] ⊃ Ir(best1(1; 2)best2(2; 1));
Proof. (3) follows (1) and (2).

(1): Let  = Ir(D11D12) ∧ [() ∧B(())] We show

`  ⊃ B() (7.1)

Suppose that (7.1) is proved for  = 1 2. Then, since `  ⊃ () for  = 1 2, it follows

from (7.1) and IRI that `  ⊃ Ir(1(1) 2(2)). This is (1).
Let us prove (7.1). By IRA,

`  ⊃ B(Ir(D11D12)) (7.2)

Then, we should show `  ⊃ B [())∧B(())] which and (7.2) imply (7.1). Since

` () ∧B(()) ⊃ B(()) and ` D1 ⊃ (() ⊃ BB(()) we have

` D1 ⊃ [() ∧B(() ⊃ B(()) ∧BB(())]

This is equivalent to ` D1∧()∧B(()) ⊃ B(())∧BB(()) Since `  ⊃
D1 and `  ⊃ () ∧ B(()) we have `  ⊃ B(()) ∧ BB(()) Then,

`  ⊃ B [()) ∧B(())] by Lemma 2.1.(8).

(2): Now, let  = Ir(D01D02) and  = Ir(1(1) 2(2)) We show that

(a) `  ∧  ⊃ best(; ) and (b) `  ∧  ⊃ B( ∧ ) (7.3)

Once this is proved, we have, by IRI, `  ∧  ⊃ Ir(best1(1; 2)best2(2; 1)) which
is equivalent to (2). Let us prove (a). Since `  ⊃ D0 we have the conclusion
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`  ⊃ [() ∧ B(()) ⊃ best(; )] Since `  ⊃ () and `  ⊃ B(())

by IRA, we have `  ⊃ () ∧B() This together with the conclusion implies (a).

Assertion (b) follows IRA and Lemma 2.1.(4).

Now, we can finish the proof of Theorem 5.2: Let  be an arbitrary element in 

We show that

` Ir(D) ⊃ [() ⊃ ∗ ()] for  = 1 2 (7.4)

where ∗ () = ∨∈Ir(best1(; )best2(; )). Since ` Ir(D) ⊃ B(Ir(D)) by

IRA, we obtain, by (7.4) and IRI, ` Ir(D) ⊃ Ir(1(1) ⊃ ∗1(1) 2(2) ⊃ ∗2(2))
which implies the assertion of Theorem 5.2.

Now we prove (7.4). By Lemma 7.1.(3), we have

Ir(D) ` [() ∧B(())] ⊃ Ir(best1(1; 2)best2(2; 1)) (7.5)

By L5, this implies Ir(D) ` [()∧B(())] ⊃ ∨∈ [Ir(best(; );best( ; ))]
Since this holds for all  ∈  , we have, by ∨-rule,

Ir(D) ` ∨∈ [() ∧B(())] ⊃ ∨∈ [Ir(best(; );best( ; ))] (7.6)

Since D2 ` () ⊃ ∨∈B(()) we have D2 ` () ⊃ ∨∈ [()∧B(())]

Combining this with (7.6), we have (7.4).

7.2. Proof of Theorem 5.3

We begin with the following lemma.

Lemma 7.2.(1): Snt ` ∗ () ∧B(
∗
 ()) ⊃ best(; );

(2): ` ∗ () ⊃ BB(
∗
 ());

(3): ` ∗ () ⊃ ∨∈B(
∗
 ()).

Proof. We denote Ir(best1(1; 2)best2(2; 1)) by (1 2).

(1): First, it holds that ` (1 2) ⊃ best(; )∧B(best(; )) i.e., ` (1 2) ⊃
sash(; ) for  = 1 2 By applying L5 and ∨-rule successively to this, we have `
∨(1 2) ⊃ ∨ sash(; ) i.e.,

` ∗ () ⊃ ∨ sash(; ) for  = 1 2 (7.7)

Applying Nec and K to (7.7) for  we have ` B(
∗
 ()) ⊃B(∨sash( ; )) It follows

from this and (7.7) that ` ∗ ()∧B(
∗
 ()) ⊃ [∨ sash(; )∧B(∨sash( ; ))]

The conclusion of this formula is the premise of the inside of Axiom Snt Hence, using

Snt we have ` ∗ () ∧B(
∗
 ()) ⊃ best(; )
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(2): Since ` (1 2) ⊃ B((1 2)) for  = 1 2 by IRA, we have, by Nec and K,

` B((1 2)) ⊃ BB((1 2)) Thus, ` (1 2) ⊃ BB((1 2)) By L5, we

have ` (1 2) ⊃ ∨BB((; )) Applying Lemma 2.1.(7) and (1) twice, we have

` (1 2) ⊃ BB(∨(; )) Since this holds for all  ∈   we have, using ∨-rule,
` ∨(1 2) ⊃ BB(∨(; )) This is (2).

(3): Since ` (1 2) ⊃ B((1 2)) by IRA, we have, by L5, ` (1 2) ⊃
∨B(( ; )) By Lemma Lemma 2.1.(7) and (1), we have ` (1 2) ⊃ B(∨( ; ))

By L5, we have ` (1 2) ⊃ ∨B(∨( ; )) This holds for all  ∈   Hence, by

∨-rule, ` ∨(; ) ⊃ ∨B(∨( ; )) which is (3).

Now, we can finish the proof of Theorem 5.3. Recall A∗ = {∗ () :  ∈ } and
A∗ = (A∗1A∗2) Lemma 7.2 shows that for  = 1 2,

Snt ` D(A∗)

Thus, by IRA, we have Ir(Snt) ` D(A∗) ∧B(D(A∗)), and hence

Ir(Snt) Ir(WF(A∗)) ` ∗ () ⊃ () for  = 1 2

Using Lemma 3.2.(6), we have

Ir(Snt) Ir(WF(A∗)) ` Ir(∗1(1) ⊃ 1(1) 
∗
2(2) ⊃ 2(2))

Theorem 5.3 follows this.
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